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Credits: analogy from 3Blue1Brown
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Losing Control

• No means to separate instruction and data
• Sounds familiar?

• SQLI
• XSS
• CSRF

• Increased impact
• An LLM can invoke function calls

• Increased threat surface
•  Indirect prompt injection
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Common LLM-powered architectures



RAG: Retrieval Augmented Generation

• Today's most popular LLM-powered architecture

• Typical use case: chatting with documentations
• chat interface to ask questions about large internal knowledge base

• Providing domain-specific, relevant and up-to-date responses

• Reducing hallucinations 

• References to sources can be given



RAG: Retrieval Augmented Generation



Basic RAG Architecture



Misaligned permissions



Misaligned permissions





Prompt injections



Prompt injections

PROMPT INJECTION



Prompt injections 101 
Root cause: no separation between data and instructions



Prompt injections

PROMPT INJECTION

Unauthorized data access

Override system 
instructions (e.g. 
sensitive data filters)





Indirect prompt injections



Indirect prompt injections

Scenarios:
● External data available for RAG: 

e.g. uploaded documents, emails, web searches, external databases
● Insider threats





Data-driven risks

Scenarios:
● External data: 

e.g. uploaded documents, emails, web searches, external databases
● Insider threats





http://www.youtube.com/watch?v=CKAED_jRaxw




Victim has private slack channel with sensitive data



Attacker creates public channel

prompt 
injection

The channel is public but has only one member—the attacker.
It remains hidden to other users unless explicitly searched for.



victim searches secret

attacker's instruction fetched from public channel secret exfiltrated through link



Indirect prompt injections in the wild: manipulating hiring

Source: https://securelist.com/indirect-prompt-injection-in-the-wild/113295/



Data leaks



LLM-driven risks

● Personal details and experiences
● Business strategies and trade secrets
● Legal queries and case details
● Creative ideas and intellectual property
● Health concerns and symptoms
● Financial information and investment strategies
● Political opinions and ideological leanings

Scenario:
● third-party hosted LLM
● backdoors





Hallucinations



Hallucinations

What is it?

● Instances where LLMs generate responses that look plausible but are factually 
incorrect.

● RAG aims to reduce hallucinations by grounding responses in retrieved data

● Research shows still prevalent: 
AI-based legal RAG tools hallucinate in 17% to 33% of cases 

Source: https://law.stanford.edu/wp-content/uploads/2024/05/Legal_RAG_Hallucinations.pdf
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Prioritize risks for your business case



Conclusion 

● This presentation was just a teaser showing some of the risks

● LLMs can unlock immense value, but also bring new and unique challenges

● Other challenges on the menu for the project:
○ Architectural patterns

■ RAG
■ MCP
■ A2A

○ Risk controls (e.g. guardrails)
○ Operationalization (e.g. observability)
○ Best practices 
○ ...


