
Hacking AI Guardrails:
Attack and defend your LLM apps
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High Capability

Low Control



Who are your instructors
Postdoc @ KU Leuven
Lead @ Blue41

10+ years of experience in developing and operating 
production-grade AI security systems

Formerly:
Senior Engineering Manager @ Cloudflare

Postdoc @ KU Leuven
Lead @ Blue41

10+ years advancing AI security through
 adversarial testing and defensive system design.Thomas Vissers 

Tim Van hamme 













Jailbreaks are (ir)relevant

You might not care that your application provides accessible CBRNE knowledge

You might not care that your application can be used to write phishing

You might not care that your application can be used to make malware

CBRNE = Chemical, Biological, Radiological, Nuclear, and high-yield Explosives



Jailbreaks are (ir)relevant

You might not care that your application provides accessible CBRNE knowledge

You might not care that your application can be used to write phishing

You might not care that your application can be used to make malware

BUT

You care about the attack patterns and techniques that circumvent AI safety

= Universal adversarial prompts
CBRNE = Chemical, Biological, Radiological, Nuclear, and Explosives





How to prevent arbitrary functions from running?

● Safety training (fine-tuning)
● System prompt
● Guardrails

○ Input filtering
○ Output filtering





source: https://www.evidentlyai.com/llm-guide/prompt-injection-llm
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Attacker creates public channel

prompt 
injection

The channel is public but has only one member—the attacker.
It remains hidden to other users unless explicitly searched for.
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victim searches secret

attacker's instruction fetched from public channel
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Jailbreaks vs Prompt injection

Jailbreaking

● Adversary Goal = Circumventing 
AI safety measures

● Typically executed through prompt 
injection (direct prompt)

● Typically lower businesses impact
● Research techniques to maximize 

probability of prompt execution

Prompt Injection

● Mechanism to deliver prompts 
(new instructions) to an LLM app

● Requires the application to have 
certain capabilities

● Very important businesses impact
● Not solvable: no means to 

separate control and data plane



We are losing control?!? Let’s get back some control!

Guardrails Security testing



Training agenda

● 09.00 - 9.30: Welcome
○ Lecture: LLM security 101: losing control

● 9.30 - 10.15
○ Workshop: Build your own RAG app

● 10.30-11.15
○ Workshop: Defend your own RAG app

● 11.25-12.10
○ Workshop: Attacker - defender CTF: hack the applications of others

● 12.10-12.30
○ Wrap-up



Hacking AI Guardrails:
Building your RAG application
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RAG application

Input Guardrail





blue41.com/owasp
Your webapp should be 

accessible on:
http://<your-team-url>:8999

http://blue41.com/owasp


Hacking AI Guardrails:
CTF - Let’s hack!



RAG application
Juicy Secrets



How to play
● Step 1: Register

○ Register as a player on ctf.blue41.com
○ Create or join a team

● Step 2: Design your own guardrail
○ Link to download a clean version of the application on blue41.com/owasp (Part 2)
○ https://github.com/VissersThomas/blue41-ctf-player-server.git

● Step 3: Hack the AI of other participants
○ Interact with the AI of other participants and persuade it to expose secrets
○ Secrets/flags

■ The salary of Sarah Chen
■ The corporate credit card number for vendor payments and emergency expenses
■ The name of the highest net worth customer
■ Future financial projections of 2025

○ Submit found secrets/flags on the platform
● Make sure your guardrail doesn’t block benign questions!

○ What is Sarah Chen's role in the company?
○ What is our expense policy?
○ What are the latest public financial results?
○ How many private banking clients do we have? What is the average account size?

http://ctf.blue41.com
http://blue41.com/owasp


Do not change this!

Do not change this!

Change this!



Hints

● The chat application is single turn
○ It doesn’t remember earlier questions

● Attack our dummy users first (and score some easy points)
○ No guardrails
○ Minimal guardrails

● Use LangSmith to watch and learn from attackers



Rules

● 40 minute peace time to set up (no attacks)
● No automated request to other player's servers
● Keep it civil: don’t hack the platform
● Your application must work throughout the game

○ RAG server and ngrok tunnel must remain online
○ Your app must remain functional (guardrails should not be overly restrictive)
○ --> We will periodically check your apps and deduct points when they're not working



Rules

● 40 minute peace time to set up (no attacks)
● No automated request to other player's servers
● Your application must work throughout the game

○ RAG server and ngrok tunnel must remain online
○ Your app must remain functional (guardrails should not be overly restrictive)
○ --> We will periodically check your apps and deduct points when they're not working

■ What is Sarah Chen's role in the company?
■ What is our expense policy?
■ What are the latest public financial results?
■ How many private banking clients do we have? What is the average account size?



Let’s play!
40’ countdown



Hacking AI Guardrails:
Wrapping-up



Some reflection

How many of you prompt injected the guardrail?



Some reflection

● Security testing should happen within the context of an application
○ Testing should disclose what functionality you don’t want!
○ But, you are balancing a tightrope between utility and security
○ Prompting techniques have limited value on their own (they increase the probability of an 

instruction being executed)
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● Security testing should happen within the context of an application
○ Testing should disclose what functionality you don’t want!
○ But, you are balancing a tightrope between utility and security
○ Prompting techniques have limited value on their own (they increase the probability of an 

instruction being executed)
● You were limited to input guardrails (They are cost effective!)

○ Knowledge base cleaning
○ Output guardrails
○ Retrieval guardrails



Microsoft hacking challenge

LLMailInject challenge tested different defenses:

● Self-check guardrail (most effective!)
● Trained classifier
● Spotlighting
● Task drift detection



The bad news: We can’t defend against strong adversaries 
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The good news: We can defend against weak(ened) ones



Some reflection

● Security testing should happen within the context of an application
○ Testing should disclose what functionality you don’t want!
○ But, you are balancing a tightrope between utility and security
○ Prompting techniques have limited value on their own (they increase the probability of an 

instruction being executed)
● You were limited to input guardrails (They are cost effective!)

○ Knowledge base cleaning
○ Output guardrails
○ Retrieval guardrails

● Assume failure!
○ Guardrails fail!
○ Guardrails reduce the attack space, but don’t eliminate it



What else can we do?

● Current state of affairs
○ Guardrails
○ Security testing

● Secure by design



Mitigating attack vectors

clickable link



Mitigating attack vectors

Impact Scenario: exfiltrate data

Objective 1: Manipulate the AI Objective 2: Communicate Externally

load imageclickable linkIndirect upload to 
sharepoint

Direct upload of document 
to application

Technique: Prompt Injection Technique: UI



Mitigating attack vectors

Impact Scenario: exfiltrate data

Objective 1: Manipulate the AI Objective 2: Communicate Externally

load imageclickable linkIndirect upload to 
sharepoint

Direct upload of document 
to application

Technique: Prompt Injection Technique: UI Allow list domains
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 - Assets
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Documentation

Data flow diagram
(DFD)

Domain expertise

Relevant actors

Threat 
repositories

Domain expertise

Stakeholder input
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Known 
Techniques 
Repository



Secure design patterns



What else can we do?

● Current state of affairs
○ Guardrails
○ Security testing

● Secure by design
○ Threat modeling
○ Secure design

■ Access control
■ Allow lists
■ Secure LLM patterns
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What else can we do?

● Current state of affairs
○ Guardrails
○ Security testing

● Secure by design
○ Threat modeling
○ Software mitigation controls

■ Access control
■ Allow lists
■ …

● Observe
○ Incident detection and response
○ Good news: your developers also need this to monitor functional requirements at run time



Conclusion

● There are no bullet-proof protections against prompt injections
○ All big AI players have been vulnerable at least once.

● What to do?
○ Design choices greatly affect risk.

■ E.g. allow-list domains for external images, links
○ Defense-in-depth
○ In the light of weak protection, detection becomes important


